Finding the Smoking Concept

Working with Variables in the Canadian Tobacco Use 

Monitoring Survey, 2001

Objective:

The objective of this computing exercise is to explore the different types of variables and their functions using the Canadian Tobacco Use Monitoring Survey, 2001 (CTUMS) for context.  The vocabularies of data and analysis use different labels for the various functions that variables perform.  In this exercise, you will identify some of these differences in CTUMS.

Variables and Data Files:

In building data files, variables can be classified into three general categories: administrative, observed, and derived.  Administrative variables are those that data producers include to describe characteristics of the administration of the survey, the survey design, and the record management system used to coordinate data collection instruments.  

The types of variables that are created as a record of administering the survey include the date and time of the interview, the identification of the interviewer, the number of call-backs before the interview was completed, etc.  Some variables represent the survey design, such as the strata in a stratified sample, geographic identification in a cluster design, and the weight variable to correct for sampling design and to provide population estimates.  Record management variables are those that help keep different documents referenced, such as unique identification numbers on each respondent’s documents, project numbers for different cycles, or linkage identification with other files.

Observed variables are those created from the answers to questions in the survey instrument provided by a respondent.  Each question may produce one or more variables depending upon the way the question is asked.  A close-ended question may allow for only one answer and consequently only one variable will be created from this question.  A multiple-response question that allows selecting all answers that apply will result in the creation of multiple variables.  With public use files, some observed variables might be suppressed in the data file.

Derived variables are those that the data producer generates and includes with the data file to simplify use of the data or to permit a level of information that has otherwise been suppressed for confidentiality reasons.  For example, birth year may have been collected in the survey.  The data producer may derive age and include it in the data file.  

Investigating Variables in CTUMS

1. From the workshop homepage for this session, open the user’s guide for the annual file from the 2001 CTUMS in the Acrobat reader.  Go to chapter 2.0 on background and answer the following questions.

Since 1999, CTUMS is organized by two specific data collection periods.  What are the months covered in the first time period?

What are the months covered in the second time period?

What is represented in the annual file produced for CTUMS?

CTUMS is composed of two cycles administered in one year.  Some of the questions are different between these cycles but others are the same.  The items that are the same are merged into a unified annual file.  Altogether, there are three data files:  one for the data from cycle one, another from cycle two, and the combined annual file.  The cases in cycle one and two are from different samples.

2. Go to section 5.2 about Stratification and identify the strata employed in this survey.

What are the strata in this survey?

3. Section 7.3 of the user’s guide notes that the microdata file has derived variables to facilitate data analysis.

What examples of derived variables are described in this section?

4. From the workshop homepage for this session, open the household file data dictionary for the annual file from the 2001 CTUMS.  Notice that a randomly generated identification number has been assigned to each case.  This is a special administrative variable.  It uniquely identifies each case but does not serve the purpose of cross-referencing each case to the original survey instruments.  

Are there values for household id included in the data file?

On page 2 of this data dictionary, what two variables are included that are part this survey’s stratification design?  (See the answer to question 2 above for help.)

What type of variable class (administrative, observed or derived) do you think that ILANG is?

Are the data for the roster variables, which is provided for up to 14 people in a household, included in the public use file?

What type of variable class (administrative, observed, or derived) is HHSIZE?

What type of variable class (administrative, observed, or derived) is CH010?

What is the name of the variable in this study that corrects for the sample design and permits population estimates? (list the variable name as it appears in the data dictionary)

5. From the workshop homepage for this session, open the person file data dictionary for the annual file from the 2001 CTUMS.  Like the household file, a randomly generated respondent id has been created to replace the master files person identification id, which has been suppressed in the public use file.  Answer the following question about the person file.

What two variables are included in the person-file that is part this survey’s stratification design?  

How many variables are needed to represent the answers to question H028? (refer to one of the questionnaires from cycle 1 or 2 for assistance)

How is date-of-birth treated in the person file?

What does the variable, T_AGE, represent?

What type of variable (administrative, observed, or derived) is T_AGE? 

What type of variable (administrative, observed, or derived) is DVSST1?

Using Variables from CTUMS in Analysis

6. From the workshop homepage for this session, download the CTUMS exercise zip file into the directory, C:\CTUMS.  Uncompress this file and save the resulting two files in the same directory.  Begin an SPSS session by double-clicking on the SPSS icon on the desktop.  From the Data Editor menu, select File / Open / Syntax.  Navigate to the C:\CTUMS directory and open the file, ctums2001person.sps.  From the menu of the Syntax Editor, select Run / All.  This should read the raw data file into SPSS.  If any errors occur, call upon your instructor for assistance.

7. Begin by assigning the weight variable.  From the Data Editor menu, select Data / Weight Cases.  Click the radio button in front of “Weight cases by” and then double-click the variable “wgt12mo” to place it in the text box for frequency variable.  Click OK.

Use the data dictionary for the person file off the workshop website to answer the next two questions.

What type of analysis variable is DVSTT1 (categorical or analytic)? 

What type of analysis variable is SMNTH (categorical or analytic)?

8. Create a line graph showing the survey months and type-one-smoking-status.  From the Data Editor menu, select Graphs / Line / Multiple / Define.  In the dialogue box, move the variable, DVSST1 from the variable list to “Define lines by”.  In the “Category Axis” text box, place the variable, SMNTH.  The line should represent N of Cases.  Click OK.

Are the number of smokers fairly constant across the year?

9. Another way to view this is to create table and look at the percentages across months.  From the Data Editor, select Analyze / Descriptive Statistics / Crosstabs.  Move SMNTH to the Columns variable text box and DVSST1 to the Rows variable text box.  Click the “Cells” button and in the open dialogue box, select “column percentages” and Continue.  Then click OK.

Is there any month that seems particularly different from the other months?

10. Someone proposed a regression model for predicting the number of cigarettes that a person smokes in a week.  The predictors they suggested are age, sex, and whether the person lives in Quebec or elsewhere in Canada.  Run this regression using the 2001 CTUMS person file.

What are the names of the variables in the person-file to test this model? (use the data dictionary)

a. number of cigarettes smoked in a week:

    What type of analysis variable is this (categorical or analytic)?

b. sex:

    What type of analysis variable is this (categorical or analytic)?

c. age:

    What type of analysis variable is this (categorical or analytic)?

d. Quebec and the rest of Canada:

    What type of analysis variable is this (categorical or analytic)?

Which one of the above four variables is the dependent variable?

Which ones are the independent variables?

11. Because sex and province are categorical variables, we need to convert them to Dummy variables for regression analysis.  To do this, we must choose the reference group (the Y-intercept or alpha in the regression equation).  The reference group consists of the categories left out of the list of Dummy variables.  Let’s use males living outside of Quebec as the reference group.  This means that we need a Dummy variable for Females and one for Quebec.

To create these two Dummy variables, open a new Syntax Editor window. Go to the Data Editor and select from the menu:  File / New / Syntax.  Next type the following commands into this new Syntax Editor:

numeric female quebec nonsmoke (F1.0).

compute female=0.

compute quebec=0.

if (sex eq 2) female=1.

if (prov eq 24) quebec=1.

if (DVSST1 eq 1) nonsmoke=0.

if (DVSST1 eq  2 or DVSST1 eq 3) nonsmoke=1.

compute weight= wgt12mo / 1143.567.

missing values dvcigwk(996, 999).

execute.
From the menu of the Syntax Editor, select Run / All.  If you encounter any errors, get your instructor’s attention.

The newly computed weight command above removes the scale factor from WGT12MO, which scales the number of cases up to a population estimate.  We do this before running regression models because the scaled weight exaggerates the degrees of freedom.  To change to the newly calculated weight variables, select from the Data Editor’s menu: Data / Weight Cases.  Remove WGT12MO and replace it with WEIGHT.  Click OK.

12. From the Data Editor, select: Analyze / Regression / Linear.  Move DVCIGWK to the Dependent variable list and T_AGE, FEMALE, QUEBEC, and NONSMOKE to the Independent variable list.  Click the Statistics button and select Descriptives and Continue.  Then OK.
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These results show the following estimated model for predicting the amount of cigarettes that a person will smoke per week:

Cigs per week =  69  + (-16) * Female + 10 * Quebec +  1 * T_age + (-76) * Nonsmokers.

Everyone starts with 69 cigarettes, which is the reference group (males outside Quebec).  If the respondent is female, 16 cigarettes per week are subtracted from the reference group.  If the respondent is from Quebec, 10 cigarettes are added to the reference group.  One cigarette is added for every year that the respondent has lived.  And 76 cigarettes are subtracted if the person is a nonsmoker.

13. Recent research has shown an increased rate of smoking among young females.  Consequently, there is an interaction effect between sex and age, that is, the contribution of sex and age to smoking is not independent but depends on the combination of age and sex, also.  Let’s create an interaction term and add it to the model.

In the new Syntax Editor add the following lines below the ones entered above.

compute age_fem=t_age*female.

execute.

Highlight both of these lines and select from the Syntax Editor’s menu:  Run / Selection.

14. Select: Analyze / Regression / Linear.  Add the variable, age_fem to the Independent variable list and click OK to run the model, again.
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This model shows that the original relationship between the dependent variable and Female no longer holds because of the interaction term between Female and Age.  This shown by the low T-value of the coefficient for Female, which is another way of saying that the coefficient for Female is not different from zero.  Since zero times anything is zero, this term washes out of the equation.

The new model is:

Cigs per week =  59  + 10 * Quebec +  1 * T_age + (-75) * Nonsmokers + (0.5) * Age_fem.

Let’s see what our model will predict for the following hypothetical individuals.

1. Quebec Male who is a smoker and 42 years old.

    59 + 10*1 + 1*42 + (-75)*0 + (0.5)*0 = 111.

2. Quebec Female who is a smoker and 16 years old.

    59 + 10*1 + 1*16 + (-75)*0 + (0.5)*16 = 93

3. Nova Scotian male who is a nonsmoker and 20 years old.

    59 + 10*0 + 1*20 + (-75)*1 + (0.5)*0 = 4  (must be second-hand smoke)
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